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Abstract 

The jackknife statistic and Hamilton's R-factor ratio 
test can both be applied to test the significance of a 
decrease in the R factor, and give similar results. In 
Hamilton's test, the form in which the hypothesis is 
cast may obscure the correct dimension of the 
hypothesis. This problem does not arise for the 
jackknife test. 

Hamilton's well-known R-factor ratio test (Hamilton, 
1965) addresses the problem of testing the significance 
of any decrease in R factor which occurs as refinement 
of a crystal structure continues. Describing successive 
models for which residuals are calculated usually in- 
volves releasing restraints on a number of parameters, 
which normally decreases u/. If the experimental 
R-factor ratio, ~ = RI/R n, where R u is the residual 
for the least restrained model (i.e. R~ >_ RII), is greater 
than the tabulated value ~b.N-m.~ (Hamilton, 1965), 
then model II is significantly (at the a level) better than 
model I as a descriptor of the structure. The degrees of 
freedom, N -  m, and the dimension of the hypothesis, 
b, are assumed known. 

The two assumptions of linearity which Hamilton 
(1965) used to derive the distribution of ~ are almost 
never strictly satisfied in crystallographic problems, as 
he pointed out, which introduces uncertainty in the 
effective number of degrees of freedom. Furthermore, 
the dimension of the hypothesis, b, is usually (but not 
always) taken as the difference in the number of 
parameters refined in the two models, which some- 
times leaves ambiguity in the definition of b (see below, 
however). 

We have described non-parametric statistical tests 
based on the jackknife procedure (Rothstein, Rich- 
ardson & Bell, 1978) and the Kendall r coefficient 
(Richardson, Rothstein & Li, 1979) which are applic- 
able specifically to cases where each of the structural 
models under consideration can be described by the 
same set of parameters (with the same restrictions). 
These tests seek to determine whether the distribution 

* Present address: Department of Chemistry, Austin College, 
Sherman, Texas 75090, USA. 

of weighted (F o -- F¢) data for one model has a smaller 
variance than that distribution for another model at the 
a level of significance. Both tests gave similar results for 
the chemical problems treated so far, but further 
theoretical work (Rothstein, Bell & Richardson, 1981) 
showed that the Kendall procedure is not generally 
applicable. This theoretical work also invalidated a 
procedure based on Spearmin's rank correlation which 
has also been applied as an alternative to Hamilton's 
test (Li & Lee, 1980). 

An important crystallographic situation which can 
be handled by the jackknife test is the case of the false 
minimum, an example of which has recently been 
described (Cotton & Rice, 1978). The structure of 
tris[diaqua-(tetra-g-formato)-chromium(II)] deca- 
hydrate was refined to convergence at R 1 = 0.0551, R 2 
= 0.0805, where R 1 = ~ ([IF_o ] - IFcl[)/~. IFol and 
R 2 = [~,w(l lFol  - IFcll)2/LWlFol2] 1/2. However, 
chemically unreasonable bond lengths caused a re- 
assessment of the situation. After the positions of five 
atoms were set to produce reasonable bond lengths, 
refinement under the same conditions (number of 
parameters, number of observations) produced a new 
minimum (RI = 0.0504, R 2 = 0.0684). This structural 
model for the second minimum produced atom 
positions which were not greatly different from those of 
the model of the first minimum (average difference 
0.023 A for the 16 non-H atoms in the model, greatest 
difference 0-080 A), but which gave more reasonable 
bond lengths in the suspect instances. 

We applied the jackknife procedure (see references 
above) to the F o and F c data for model I, corresponding 
to the 'false' minimum, and for model II, which was 
assumed to be the better model. The jackknife statistic 
Q' was calculated with computer program J A C K  
(Thompson, Richardson & Rothstein, 1980): 

Q' =- _~/V ' ,  
where 

2= Z -~_ i /N  

L-f_ i = N In (~2)  _ (N -- 1) In'J2_ i 

V ' 2 =  ~ ( -~- i  - ~ : ) 2 / [ N ( N -  1)l 
i 

~ 2  2 2 = R I / R  n. 
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The quantity ~ 2  is the square of the R-factor ratio, 
with R x and RII being the R factors for models I and II 
(R I > Rx~ ). The term ~j?2 is the squared R-factor ratio 
with the ith term deleted from both R x and R n. The 
justification for this procedure is given by Rothstein, 
Richardson & Bell (1978). 

Because of the large number of observations (1168 
observed reflections were used), Q' was taken to 
approach the standard normal distribution; it may 
therefore be compared at tabulated upper-tail prob- 
abilities a with Z~ for a given significance level of a, 
Table 1. For an a level of 0.001, Z0.0o ~ is 3.1. Now Q' 
was found to be 3-91, which is greater than Z0.00 ~. The 
null hypothesis can therefore be rejected, and we can 
state that model II does describe the structure better 
than model I. 

For comparison, Hamilton's R-factor ratio was 
calculated to be 3 = R (model I)/R (model II) = 1.39. 
The significance points of ~ (Hamilton, 1965) were 
obtained as 

b ] v2 
' - ~ b  N m : --  Fb, N-m, ot + 1 

, - , a  N m 

with the subroutine M D F I  (inverse of the F dis- 
tribution function) from the IMSL Library (IMSL, 
1979) for the determination ofFb, N_m, ~. Under the null 
hypothesis, H 0" model I also correctly describes the 
structure; alternative hypothesis, Ha: model II is the 
only correct description, the dimension of the hypo- 
thesis, b, is 133 (see below). From 1168 data points, N 
- -  m = 1035, and ,-~ss, 10ss.,~ was determined to be 
1.073, 1.082, and 1.090 for significance levels st of 0.1, 
0.01, and 0.001, respectively. Because the calculated 
ratio ( ~  = 1.39) is not less than the critical value 

Hamilton's test also indicates a very • 133,1035,0.001' 
small probability (less than 1 chance in 1000) that we 
would be wrong in rejecting the (null) hypothesis that 
the two models are equally good. 

Hamilton's test is usually applied to cases in which 
the dimension of the hypothesis is clearly given by the 
difference in the number of parameters refined in the 
two models tested, and so we would like to call 
attention to the applicability of Hamilton's test, as well 
as the jackknife test, to the present situation. The 
dimension of the hypothesis is defined (Hamilton, 
1965) as the rank of the matrix Q which specifies the 
set of linear equations (in m parameters X) which 

Table 1. Upper-tail probabilit ies,  as a function of  the 
statistic Z,~ 

The values were obtained from Abramowitz & Stegun (1964). 

¢t Z ,~ ( t  Z . 

0.0002 3.540 0.01 2.326 
0.0005 3.291 0.02 2.054 
0.001 3.090 0.5 1.645 
0-002 2.878 O. l 1.282 
0.005 2.576 0.2 0.842 

express the hypothesis: Qb.,,X,,,,~ = Zb, l. Therefore, 
the form in which the hypothesis is cast may obscure 
the correct value of b. For example, the null hypothesis 
is sometimes stated as 'Ho: the second structure fits the 
data better than the first structure'. This statement has 
frequently been assumed to be a yes/no hypothesis with 
b = 1 (Richardson, Rothstein & Li, 1979). However, 
the null hypothesis may also be stated as 'H0: the data 
are also consistent with a structure describable by the 
new set of m parameters'. Now m equations are 
required for the hypothesis, and b = m. This is the case 
in Hamilton's first example (Hamilton, 1965) and in the 
present work. 

Our results show that statistical tests such as these 
may be done on alternative structures in the case of a 
refined false minimum, independently of the 'chemical 
reasonableness' of either model of the structure. As 
pointed out previously (Richardson, Rothstein & Li, 
1979), rejection of one model does not necessarily mean 
that the other is correct. The 'true' structure might lie at 
a minimum whose presence has not been discovered in 
the course of structure determination. Also, a par- 
ticular a level means that one would be wrong to reject 
the null hypothesis Na times in N tests. One thus 
expects a statistical test to give the incorrect result a 
certain fraction of the time, even if the mathematical 
model upon which it is based holds rigorously for the 
physical data being tested. However, if both Hamilton's 
test and the jackknife test give the same indication for 
rejecting the null hypothesis, this should be strong 
evidence for rejecting one of the models over the other. 
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